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Pipeline overview for depth-based methods

Key-frame Selection → Multi-view Depth Estimation → TSDF Fusion

Depth Sensor + KinectFusion

Newcombe et al., "KinectFusion: Real-Time Dense Surface Mapping and Tracking", UIST 2011
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Recently: Cascade-Stereo, DeepSFM, CNMNet, Consistent Depth...
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Depth-based methods v.s. NeuralRecon

Depth-based methods

 EITHER LAYERED OR SCattered RESULTS
 REDUNDANT COMPUTATION

Our solution: NeuralRecon

 RECONSTRUCT LOCAL SURFACES DIRECTLY IN TSDF
 JOINT FRAGMENT RECONSTRUCTION AND FUSION
 BETTER QUALITY AND FASTER SPEED
NeuralRecon

Overview

Input: Posed Images

End-to-End System

Output: Scene Geometry (sparse TSDF volume)
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Overview

Input: Posed Images

→ Key-frame Selection

→ Fragment Reconstruction

→ Fuse to Global Volume

Output: Scene Geometry (sparse TSDF volume)
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Fragment reconstruction

Input: Posed Images in a fragment

Feature Unprojection

View-Independent Volume

Sparse Conv

Fragment Geometry (sparse TSDF volume)

Fragment Reconstruction
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Why is it better?
Volume-based
Depth-based
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Why is it better?

1. Directly predicts the TSDF rather than fusing single-view depth maps
   ==> *learns the shape prior of 3D surfaces, produces locally coherent geometry*
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Why is it better?

1. Directly predicts the TSDF rather than fusing single-view depth maps
   ==> learns the shape prior of 3D surfaces, produces locally coherent geometry

2. View-independent volume
   ==> reduces redundant computation, faster
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Fragment Reconstruction

Fragment Geometry
(sparse TSDF volume)

TSDF Fusion?
NeuralRecon

TSDF Fusion?

Fragment Reconstruction → Fragment Geometry (sparse TSDF volume) → TSDF Fusion → 😞 Too many artifacts!
NeuralRecon

TSDF Fusion?

Fragment Reconstruction → … → ❓ → TSDF Fusion → 

Fragment Geometry  
*(sparse TSDF volume)*

😊 Too many artifacts!

Reason: predicted TSDFs are not consistent between fragments
NeuralRecon
Joint reconstruction and fusion

Input: Posed Images in a fragment

View-Independent Volume

Sparse Conv

Fragment Geometry (sparse TSDF volume)
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Input: Posed Images in a fragment
View-Independent Volume

Global Hidden State
GRU Fusion
MLP
Fragment Geometry
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Directly fusing the features with GRU
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GRU Fusion
Global Hidden State
MLP

Directly fusing the features with GRU

Input: Image Feature Volume
Sparse Conv

Feature:
Extract
Replace

Bounding Volume:
Fragment

Global Hidden State:

Joint reconstruction and fusion

MLP

Directly fusing the features with GRU

Input: Image Feature Volume
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Directly fusing the features with GRU
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Joint reconstruction and fusion

Global Hidden State

GRU Fusion

MLP

Replace

Global TSDF Volume
NeuralRecon
Joint reconstruction and fusion
NeuralRecon

Conclusion

View-Independent Volume + Joint TSDF Reconstruction and Fusion → Real-time Coherent

Global Hidden State
GRU Fusion
NeuralRecon

Coarse-to-fine architecture

Input: Fragment Posed Images
NeuralRecon
Coarse-to-fine architecture

Input: Fragment Posed Images
Image Encoder

\{I_t, \xi_t\}_N

\text{Surface Position}
\text{Unoccupied} \quad o \leq \theta
\text{SDF} \quad \begin{cases} 
  o > \theta \\
  x \in (-1, 1) 
\end{cases}
\lambda \quad \text{Truncation Distance}

Output of MLP: \textbf{Occupancy Score} and \textbf{TSDF}
NeuralRecon
Coarse-to-fine architecture

Input: Fragment Posed Images

\{I_t, \xi_t\}_N

Output of MLP: **Occupancy Score** and **TSDF**

Filter by Occupancy Score > 0
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Coarse-to-fine architecture

Input: Fragment Posed Images

Unprojection

Image Encoder

\{I_t, \xi_t\}_N

Output: Pred. Geo. (Sparse TSDF)

Output of MLP: Occupancy Score and TSDF

Filter by Occupancy Score > 0
NeuralRecon
Coarse-to-fine architecture

End-to-end learnable volumetric reconstruction system

Input: Fragment Posed Images
Image Encoder

Output of MLP: Occupancy Score and SDF

Output: Pred. Geo. (Sparse TSDF)
NeuralRecon

Training

ScanNet dataset

Contains 2.5M RGB images captured in more than 1500 scans annotated with 3D camera poses and surface reconstructions

Binary cross-entropy (BCE) and L1 loss are used for training
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Qualitative results: office 1
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Qualitative results: office 2

Ours (30ms)  COLMAP (2076ms)  DeepV2D (347ms)
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Experiments

Qualitative results: Comparison with Atlas on a **large** scene (30m x 10m)

Ours
Max GPU Memory: 3.29GB

Atlas
Max GPU Memory: >24GB (OOM)

The reconstruction is incomplete due to out of memory (OOM) error on the remaining sequence.
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Real-time methods:  ▼ MVDepthNet  ▶ GPMVS

<table>
<thead>
<tr>
<th>Speed</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>😞</td>
<td>😞</td>
</tr>
</tbody>
</table>

Graph showing the comparison of F-score with Time [ms] for MVDepthNet and GPMVS.
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![Graph showing F-score vs. Time for various methods.]

**Real-time methods:**
- MVDepthNet
- GPMVS

**Multiple View Stereo methods:**
- DPSNet
- COLMAP
- Atlas

<table>
<thead>
<tr>
<th>Method</th>
<th>Speed</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>MVDepthNet</td>
<td>😞</td>
<td>😞</td>
</tr>
<tr>
<td>GPMVS</td>
<td>😞</td>
<td>😞</td>
</tr>
<tr>
<td>DPSNet</td>
<td>😞</td>
<td>😞</td>
</tr>
<tr>
<td>COLMAP</td>
<td>😞</td>
<td>😞</td>
</tr>
<tr>
<td>Atlas</td>
<td>😞</td>
<td>😞</td>
</tr>
</tbody>
</table>
Experiments
Quantitive results

Real-time methods:
- MVDepthNet
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Multiple View Stereo methods:
- DPSNet
- COLMAP
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<table>
<thead>
<tr>
<th>Method</th>
<th>Time [ms]</th>
<th>F-score</th>
<th>Speed</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>MVDepthNet</td>
<td>200</td>
<td>0.55</td>
<td>😞</td>
<td>😞</td>
</tr>
<tr>
<td>GPMVS</td>
<td>500</td>
<td>0.50</td>
<td>😞</td>
<td>😞</td>
</tr>
<tr>
<td>Ours</td>
<td>1000</td>
<td>0.45</td>
<td>😃</td>
<td>😃</td>
</tr>
<tr>
<td>DPSNet</td>
<td>2000</td>
<td>0.40</td>
<td>😃</td>
<td>😃</td>
</tr>
<tr>
<td>COLMAP</td>
<td></td>
<td></td>
<td>😞</td>
<td>😞</td>
</tr>
<tr>
<td>Atlas</td>
<td></td>
<td></td>
<td>😞</td>
<td>😞</td>
</tr>
</tbody>
</table>
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Quantitative results

<table>
<thead>
<tr>
<th>Method</th>
<th>Time [ms]</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>MVDepthNet</td>
<td>250</td>
<td>0.329</td>
</tr>
<tr>
<td>GPMVS</td>
<td>750</td>
<td>0.562</td>
</tr>
<tr>
<td>COLMAP</td>
<td>1250</td>
<td>0.30</td>
</tr>
<tr>
<td>Atlas</td>
<td>2000</td>
<td>0.35</td>
</tr>
<tr>
<td>DPSNet</td>
<td>500</td>
<td>0.55</td>
</tr>
<tr>
<td>Ours</td>
<td>1000</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Real-time methods:  
- MVDepthNet  
- GPMVS

Multiple View Stereo methods:  
- DPSNet  
- COLMAP  
- Atlas  
- Ours

Speed:  
- 😞
- 😞
- 😃
- 😃

Accuracy:  
- 😞
- 😞
- 😃
- 😃
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<table>
<thead>
<tr>
<th>Method</th>
<th>Time [ms]</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>MVDepthNet</td>
<td>30</td>
<td>Better</td>
</tr>
<tr>
<td>GPMVS</td>
<td>2076</td>
<td>Better</td>
</tr>
</tbody>
</table>

Real-time methods:
- MVDepthNet
- GPMVS

Multiple View Stereo methods:
- DPSNet
- COLMAP
- Atlas
- Ours

Speed: 😞
Accuracy: 😞
Demo

Indoor scene at our office
Demo
Indoor scene with extremely low texture
Demo

Generalization to outdoor scenes
Demo
AR Demo
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